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n | % | | | got a lawsuit for copyright .
.,f . Iwant my books to be excluded infringement from NYT. @

| want to get credited whenever | got a lawsuit for violating DMCA <
1 the model uses my articles. (for removing CMI). =
| want to delete my private | need to delete user data to
information. comply with GDPR. -~ m

S /N

Attribution enables crediting Opt-out enables deletion Attribution enables providing CMI



Our proposal: A nonparametric LM

Can support opt-out Attribution strengthens fair use defense,
/ Opt-out can also provide defense
2 | " | | | got a lawsuit for copyright
.,f I want my books to be excluded infringement from NYT. i @

| want to get credited whenever | got a lawsuit for violating DMCA <
1 the model uses my articles. (for removing CMI). =
| want to delete my private | need to delete user data to
information. comply with GDPR. - m
Attribution enables crediting Opt-out enables deletion Attribution enables providing CMI

Signiticantly improve generalization we'll show you soon!)



How does LM use a datastore!
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Use a retrieval approach
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Use a retrieval approach
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Exhibit 1.1 FIRSTBANK :
CORPORATION (a o Vodlder%ogt Cr},edé
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33,000 Shares of Fixed jet of green light
Rate Cumulative 1ssued from
Perpetual Preferred Voldemort's wand
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@ 1. Retrieve-in-context LM

h (Shi et al 2023, Ram et al 2023)
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Use a retrieval approach

pemit 2 EMOS

|
Exhibit 1.1 FIRSTBANK -
Michigan corporation) , .,
33,000 Shares of Fixed jet of green light
Rate Cumulative 1ssued from
Perpetual Preferred Voldemort's wand
gtocf:k, Sgréis i* just as a Jjet of

re erre O C -
UNDERWRITING AGREEMENT | = red light blaStedrr"rr

@ 1. Retrieve-in-context LM

h (Shi et al 2023, Ram et al 2023)

@) | Inference 2 kNN'LM (Khandelwal et al. 2020)
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Retrieval-in-context LM

Datastore:

prLa N zm%% NN
Q) N S ‘&?&\‘I\\N‘\?‘\
ORI e RS @:\:‘Q&%\&\\m
S B R R Y
SN %%‘%& \m&‘“ §‘mw\\

Voldemort was readr As Harry
shouted,Expelliarmus!Voldemort
cried, Avada Kedavral” A jet of green
ight ssued from Voldemort's wand Just
as a Jet of red light blasted from Harry's

Ram et al. 2023. "In-Context Retrieval-Augmented Language Models”
Shi et al. 2023. "REPLUG: Retrieval-Augmented Black-Box Language Models”



Retrieval-in-context LM

Datastore:

A TR
%%é%j‘;‘@é&%:@g{w\%@
%%ﬁm \k@%&\ @\\\S%‘?‘\\\ \&\\\\

s\‘\ %\&‘ ﬁk\\\\‘&\\“\g \\‘&“\\\&\
'v % Q\:Q\%ig“\ a\x \‘

@ \\\

Voldemort was readr As Harry
shouted,Expelliarmus!Voldemort
cried, Avada Kedavral” A jet of green
ight ssued from Voldemort's wand Just
as a Jet of red light blasted from Harry's

rrrrr

Test input:

Harry felt Greenback collapse against him ... on the floor as a jet of

Ram et al. 2023. "In-Context Retrieval-Augmented Language Models”
Shi et al. 2023. "REPLUG: Retrieval-Augmented Black-Box Language Models”



| . Retrieval-in-context LM

Datastore:

- A R R AR R R

ﬁ%ﬁj‘;#gé&@g\mwm\x %’\\:;\;g %&RS}S -
%\w‘%%«w@& e Voldemort was readr As Harry
,E& %‘%& N‘%‘&%@i\%&\\\\ > (@ '
R x@%@ - shouted, 'Expelliarmus! \/oldemort
N 0*1;\ cried, Avada Kedavral” A jet of green

ight ssued from Voldemort's wand Just
as a Jet of red light blasted from Harry's

T

Retrieval model

Test input: ‘

Harry felt Greenback collapse against him ... on the floor as a jet of

Ram et al. 2023. "In-Context Retrieval-Augmented Language Models”
Shi et al. 2023. "REPLUG: Retrieval-Augmented Black-Box Language Models”



| . Retrieval-in-context LM

Datastore:

= R R%Q& - \\?\\.\\ \\\‘\“
NONTIRD ?Y‘.;‘Q\&, CRIERRRO :\\\X\

2 ‘%@%&mﬁ SR M\\“‘“\\“
%%%fé?gﬁ%m NN

‘&\

SO V\Q‘%@%\&‘ \\‘&&

Voldemort was ready. As Harry shouted, 'Expelliarmus!”
Voldemort cried,"Avada Kedavral” A jet of green light issued
from Voldemort's wand just as a jet of red light blasted ...

Harry felt Greenback collapse against him ... a jet of

Voldemort was readr As Harry
N e shouted,“Expelliarmus! \/oldemort
%w%‘&\\\\ cried, Avada Kedavral” A jet of green
ight ssued from Voldemort's wand Just
W Q%“\;%@%% as a jet of red light blasted from Harry's

T

Retrieval model

Test input: ‘

Harry felt Greenback collapse against him ... on the floor as a jet of

Ram et al. 2023. "In-Context Retrieval-Augmented Language Models”
Shi et al. 2023. "REPLUG: Retrieval-Augmented Black-Box Language Models”



| . Retrieval-in-context LM

Datastore: ) | )
Voldemort was ready. As Harry shouted, “Expelliarmus!
R Voldemort cried,"Avada Kedavral” A |et of sreen light Issued
AR Voldemort was ready. As Harry , - ) & 5
RO e e I | Y from Voldemort's wand just as a jet of red light blasted ...
SN ~'&}\§;§;§§§§§\\:§2\; . shouted, “Expelliarmus! \/oldemort oy folt Greenback coll ot i ot of
N i§§‘%\\§ cried,"Avada Kedavral” A jet of green Aty TEIL \oreenBatic COlldPSE dediNStRIM .- d JeL O
Yo j%i"%mw@ §?‘ | light ssued from Voldemort's wand Just l
2R @ as a jet of red light blasted from Harry's
Retrieval model '
green
Test input: ‘ red
light
Harry felt Greenback collapse against him ... on the floor as a jet of water
enemy
liquid

Ram et al. 2023. "In-Context Retrieval-Augmented Language Models”
Shi et al. 2023. "REPLUG: Retrieval-Augmented Black-Box Language Models”



2. KNN-LM

Datastore: Voldemort's wand just
as a jet of red light

- Y T I A R R R e
L L ORITOIRR, conhntRm SRR RN
> T e
Sk s ik kR e : (
\%§%§§§§§§§§@§§f§§ Voldemort cried, " Avada
SRR X :
‘\\;\‘;,&@(\;‘Q@W Kedavral” A jet of green
NS
S RN NN
RN e
" f /ﬁ" ‘, ‘\ ‘\ n ' 1]
he Boy Who Lived.
© He ... green

... Is operated or driven
by a jet of water.

Pick up a flat rock, skip it
across Green River

Khandelwal et al. 2020. Generalization through Memorization: Nearest Neighbor Language Models.




Datastore:

R
QAR — o
\\&%\.\\%\‘&.\\\\\\\Q\?\\‘Sm%&
AR SONRN

N

=2 TR B oo

Q¥
: \{Q\)\\\tt‘s:\?\:ﬂ\\ss

“Q&\%\\“&\‘\‘&\\s\

2. KNN-LM

Voldemorts wand Just
as a Jet of red light

Voldemort cried, Avada
Kedavral” A jet of green

"The Boy Who Lived.
He ... green

... Is operated or driven
by a jet of water.

Pick up a flat rock, skip it
across Green River

Khandelwal et al. 2020. Generalization through Memorization: Nearest Neighbor Language Models.

-ncoder




Datastore:

“RORDNESS R R

AL TRENDS

2. KNN-LM

Voldemorts wand Just
as a Jet of red light

-ncoder

W\“\\\t{\\“w\@m AR
N\
N

MR
NN

Voldemort cried, Avada
Kedavral” A jet of green

-ncoder

" The Boy VWho Lived.”
He ... green

... IS operated or driven

by a |et of water.

-ncoder

-ncoder

Pick up a flat rock, skip it
across Green River

-ncoder

Khandelwal et al. 2020. Generalization through Memorization: Nearest Neighbor Language Models.




Datastore:

=2 R R P cooan e \\3“3&\\\\“
\gxﬁsﬂw‘i\h‘ﬁk %“\Y}“\m\%m “\

&M‘%m‘%ﬁm \1\&%&\ \\w\\?&
@%\ ‘%. D

AT N
\*&i&
RO \\\x&\@%\x\w\\

@%\ \:‘\\&

& > ., _ . W : \®§\\\\Q R
%@%@@ RO %\*@

e “% %@%@%Qg’i@%@&}&*

~“w&

2. KNN-LM

Voldemort's wand just
as a Jet of red light

Voldemort cried, 'Avada
Kedavral” A jet of green light

Vector space

S operated or driven
by a jet of water.

Pick up a flat rock, skip it
across Green River

"The Boy Who Lived." He saw the
mouth move and a flash of green

Khandelwal et al. 2020. Generalization through Memorization: Nearest Neighbor Language Models.



2. KNN-LM

Vector space

Datastore: Voldemorts wand just ... Is operated or driven
T ——. as a Jet of red light by a jet of water.

NOITRIR. © NCRONES %’\\\\\\x \?\
%%@%%&W‘)\ LR RN
K

\\\‘_\W
%\ \x&\k %\\V\T\“\ \{‘\\. IR §
w SN %S %‘%\&‘ “\‘““ %‘3\‘%‘%\

\ ‘i\‘* ' Q) &%\&ﬂ'&.\

\\\ Voldemort cried,“Avada Pick up a flat rock, skip it
o4 Kedavral” A jet of green light across Green River

"The Boy Who Lived." He saw the
mouth move and a flash of green

Test input:

Harry felt Greenback collapse against him ... on the floor as a jet of

Khandelwal et al. 2020. Generalization through Memorization: Nearest Neighbor Language Models.



2. KNN-LM

Vector space
Datastore: P

Voldemort's wand just

. 1S operated or driven
as a Jet of red light

by a jet of water.

=2 R B S e \\\\.x\ﬁx\\\\\“\\\&i“
=T C:;‘Q?‘i\h"’s@?}m@& \\&X\Q%\{\\;“\\\&X \\\\

R\ \‘Ss

$ @ﬁ%ﬁhm\“@@‘ \\R\‘\\\\‘\\‘\\“\\\
AN - \\\\\
SR «%\m&\ “:é\“‘“x S

\/oldemort cried,"Avada Pick up a flat rock, skip it
Kedavral” A et of green light

m @ AR @\:\ X
N/ { %ﬁ @ ‘& %\§\
s Qa K., .
AR ORI ol across Green River
- "The Boy Who Lived." He saw the
@) mouth move and a flash of green
Test input:

Harry felt Greenback collapse against him ... on the floor as a jet of

Sy S
S8

Khandelwal et al. 2020. Generalization through Memorization: Nearest Neighbor Language Models.



2. KNN-LM

Vector space

Datastore: Voldemorts wand just ... Is operated or driven
S — as a jet of red light by a jet of water.

Voldemort cried,Avada Pick up a flat rock, skip it
Kedavral” A jet of green light Y across Green River
82 2.0 ", o LU0 L AN T - e > :
@ "The Boy Who Lived." He saw the
@) mouth move and a flash of green

Test input:

Harry felt Greenback collapse against him ... on the floor as a jet of

Voldemort cried,“"Avada Kedavral” A jet of green

"The Boy Who Lived." He saw the mouth move and a flash of green
Voldemort's wand just as a jet of red

. IS operated or driven by a jet of water.

Khandelwal et al. 2020. Generalization through Memorization: Nearest Neighbor Language Models.



Datastore:

. L T UL TR
) \QQ\Q\&&&\{?@\“\“\\&@%&@\M&\

o RURRESS \ S AR N
D ‘“‘“‘“‘“&Q&Q&‘W“%gf&&%%w

O, RN N(\@&.m\w\\\é\i\k\\%w@@w
: A% AR w&
. W%\D\‘\WQW‘\& N 5\*‘\\3\‘3&\\% E\\?&\W&W

O SRESeREE conet \;\?"\\\\\\\ N \\‘\W

SRR

AR RN e
AN ¥§%§§§§§\g§ e

G, , ‘ N ® Y D )

SRR RN

Test input:

2. KNN-LM

Voldemort cried, "Avada Kedavral” A jet of green mmmns
"The Boy Who Lived." He saw the mouth move and a flash of green mny

P kNN(y | x)

Voldemort's wand just as a jet of red my

. Is operated or driven by a jet of water. =

Harry felt Greenback collapse against him ... on the floor as a jet of

Khandelwal et al. 2020. Generalization through Memorization: Nearest Neighbor Language Models.




Datastore:

=P B R B At Y \\\\.\\ﬁi\\\\\\\““\\
~ e Qg‘%‘i\b‘%@?}m@& ‘“““\m\\&&x SN

\'&
mﬁ@m\m@&\\&%\mﬁ\n\xm \\\‘\\“
%\%%mmw R @g@:\.{m\

o %&k@@%ﬁ%\@%\\&i‘é\& N

&
DON g%‘%ﬁ‘g‘\\x \\\*&\\\§ A \&\\“
Q&ﬁ%@@@& N

, @ '*‘\Q& \ \‘
N\

Test input:

2. KNN-LM

Voldemort cried,"Avada Kedavral” A jet of green
"The Boy Who Lived." He saw the mouth move and a flash of green

Voldemort's wand just as a Jet of red
. Is operated or driven by a jet of water.

Harry felt Greenback collapse against him ... on the floor as a jet of

water

light
green
liquid

P kNN(y | X)

P (v | x)

Khandelwal et al. 2020. Generalization through Memorization: Nearest Neighbor Language Models.



2. KNN-LM

Datastore:

P R N e s S T R e
5&@@%\%@%?% AR SR
2

o “b\"\“@&%?é;‘.%% x §’Q§\\\\R‘\“\“\\\\W
% .

Voldemort cried,"Avada Kedavral” A jet of green

DL FRERS TR -
T . \ "The Boy Who Lived." He saw the mouth move and a flash of green

X
\ V§\§\R\§Q D

o Voldemort's wand just as a Jet of red
. Is operated or driven by a jet of water.

water
Test input: light

green
liquid

Harry felt Greenback collapse against him ... on the floor as a jet of

Pian—iv 1) = (1 = HP (v [ x) + AP n(V | X)

A:hyperparameter

P kNN(y | X)

P (v | x)

Khandelwal et al. 2020. Generalization through Memorization: Nearest Neighbor Language Models.
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Attribution Example




3| "U'K. ROWLING ¢

ST | €D

top ¢

Attribution Example

Test input: Terror tore at Harry's heart ... he had to get to Dumbledore and he had to

catch Snape... (...) Dumbledore could not have died... (...) Harry felt Greenback
collapse against him; with a stupendous effort he pushed the werewolf off and onto the

floorasajetof .
Continuation: [green] light came flying toward him ...

S A AN T R A R
> R NRW N

LTRSS %;&&\\\\\&é\gs“““ \Q\&%S%@@%“%g%&&xﬁm\ S

S WORDY RN N X

D BUTTLIER Lnewan 3 h\“‘m‘&\\\m\\?§§\‘f\“\\\§‘\\‘§§\\{§\w e

NUSRENS, e




Attribution Example

Test input: lerror tore at Harry's heart ... he had to get to Dumbledore and he had to
catch Snape... (...) Dumbledore could not have died... (...) Harry felt Greenback
collapse against him; with a stupendous effort he pushed the werewolf off and onto the
floorasajetof .

) 3 ° ° ' ' '
! Continuation: [green] lisht came flying toward him
‘\
1
1
1
I
]
q
=P T R DR T R T R R !
A st § N 3
S e Top-1 retrieved context: Voldemort was ready. As Harry
LD \&@@@\\\\‘ \%\\\\\\f&‘\\\\\\\ : I
s h d “Expell "Vold d “Abada Kedavral”
SN > shouted “Expelliarmus!”Voldemort crie ada Kedavral
S A jet of light | f | ’
N jet of [green] light Issued from Voldemorts want ...



Attribution Example

Test input:
== Include’./lib/ac
include *./lib/admin.module.access.php’;
include ./lib/admin.smartyphp’;

if (! has_right ( Continuation: [ACTX_BILLING)) { Header ...
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Attribution Example

Test input:
==-== Include./lib/ac
i——-— Include "./lib/admin.module.access.php;
= include *./lib/admin.smarty,php’;

it (thas_right (, Continuation: [AC]X_BILLING)) { Header ...

n.defines.php’;
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it (! has_right (
[ACTX_ACCESS)) { Header ...




Attribution Example

Test input:

: ==== include "./lib/admin.defines.php’
. Z——-— Include "./lib/admin.module.access.php’;
e include "./lib/admin.smartyphp’;
£ (] ' . :
f (" has_right (. Continuation: [ACTX_BILLING)) { Header ...
T ——— . Top-I retrieved context:
S%?%ggg&%&@\ . *You should have received a copy of the GNU Affero General Public License
= Y, a5 = \&\m\ : ' ;
R o * along with this program. It not, see <http://www.gnu.org/licenses/>.

%lé%l%/

it (! has_right (
[ACTX_ACCESS)) { Header ...
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Runtime Speed

KNN-LM is competitive with similar runtime
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Talk outline

Data: Open License Corpus

| 00B token text corpus with public domain & permissively-licensed text

Our Model: SILO

A nonparametric LM that isolates risks in a datastore

Proposal: Distributed LMs

[ Ms with a set of components, allowing flexible activation at test time
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Distributed LMs (2): Mixture of Experts

Li et al. 2022. Branch-Train-Merge: Embarrassingly Parallel Training of Expert Language Models
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Distributed LMs (3): Collaborative LMs

Reproduction allowed?

9 —

% %

"[...] IS lIkely considered fair use in circumstances where the final model does
not directly generate content. \When it comes to [...] generative use cases,
the analysis becomes more complex.”

— Henderson et al. 2023, Foundation Models and Fair Use.
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A generative LM A non-generative LM

Colin Raftel. 2023. Collaborative, Communal, & Continual Machine Learning
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Distributed LMs: Summary

Public domain Copyrightea Unreleasable
= = =
Challenges ® Domain generalization

® Methods for better communication
(model merging, methods for exchanging outputs, etc)
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Talk outline

Every date source has their own restrictions

Data: Open License Corpus

| 00B token text corpus with public domain & permissively-licensed text

Our Model: SILO

A nonparametric LM that isolates risks in a datastore

Proposal: Distributed LMs

[ Ms with a set of components, allowing flexible activation at test time

Exciting follow up work! (Next slide)



Follow up (1)

Expanding OLC

“ Common-pile Public Common Corpus updated Mar 20

The largest public domain dataset for training LLMs.
Repo to hold code and track issues for the collection of permissively licensed data

blester125 Changes made while scraping the whole Project Gutenberg... +  796b6cc - 4 hours ago L) 86 Commits

@ -~ PleIAs/US-PD-Newspapers
M github/workflows add ci for linting last month B Viewer - UpdatedMar22 - 1.9 - O 35
M arxiv Create README.md 4 months ago
2 bhl run linters over all files last month

- PleIAs/French-PD-Books
M courtlistener Data Provenance data (#61) 5 days ago B Viewer - Updated Mar19 - & 7.56k « © 39
P data_provenance Data Provenance data (#61) 5 days ago
f food Updates needed to fully scrape foodista data. (#77) 6 hours ago

-~ PleIAs/French-PD-Newspapers
[ gutenberg Changes made while scraping the whole Project Gut... 4 hours ago B Viewer Updated Mar 19 15 .60
9 licensed_pile Data Provenance data (#61) 5 days ago
M news Lintangsutawika news (#68) yesterday

~ PleIAs/Gexrman-PD
0 public_domain_review Update DPR scraping last month .

B Viewer - UpdatedMar21 - 109
9 pubmedcentral update readme with created last month
I stackexchange updates needed when processing the full dump (#79) 4 hours ago
P stackv2 Stackv2 (#72) 6 hours ago o PleIAs/Span 1Sh ==V BOOkS

B Viewer - UpdatedMar21 - ¥ 4 - O 3
9 ubuntu filter empty chats (#80) 4 hours ago

huggingface.co/collections/PlelAs/common-
corpus-65d46e3ea3980tdcdb66a5613

github.com/r-three/common-pile i
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Expanding OLC

(b) S20RC

(a) RedPajama

Follow up (2)

Expanding nonparametric LMs
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Shao, ...., Min et al. Submitted to NeurlPS 2024




Follow up (2)

Expanding OLC Expanding nonparametric LMs

Llama-2 7B === ||ama-2 13B === Llama-3 8B @ w/ Retrieval % LM-Only
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Shao, ...., Min et al. Submitted to NeurlPS 2024




Thanks to collaborators

OWNLP AI 2 B€1‘kele

And for providing compute
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